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Description of the new back-calculation model

Assigning specific test-seeking behaviors to newly diagnosed individuals according to their clinical status at initial diagnosis. For this purpose we partitioned our quarterly data on newly diagnosed individuals according to the clinical status at diagnosis. We thus created two groups. Group 1 consisted of individuals diagnosed during the primary stage of HIV infection \(N^P\). By definition, individuals belonging to group 1 were diagnosed very early in the course of the infection. We assumed that these individuals decided to be tested because they experienced, and recognized, symptoms of primary HIV infection (PHI), or because they had recently been exposed to HIV. Group 2 consisted of individuals who already had AIDS at initial diagnosis of HIV infection \(N^A\) and individuals who had neither AIDS nor symptoms of PHI at initial diagnosis \(N^H\). We assumed that some individuals belonging to group 2 were not tested for HIV before being diagnosed with AIDS while others decided to be tested for other reasons than those of individuals belonging to group 1 (e.g. routine medical examination or onset of symptoms that occur towards the end of the incubation period). Our method does not require that all HIV-infected individuals diagnosed during PHI be classified as such (i.e. in group 1). Indeed, some HIV-infected individuals diagnosed during PHI may not report symptoms of PHI and thus will not be classified in group 1. Furthermore, notification of PHI symptoms could vary over time and between transmission categories. Our method accounts for this by not constraining to zero the probability of testing within months after HIV infection for individuals supposedly diagnosed without AIDS nor symptoms of PHI (see equation (4) in the next section). This probability is determined independently for each transmission category through the estimation of the two unknown parameters of the pre-AIDS HIV testing distribution (see section “Estimating unknown parameters”)
Specifying group-specific distributions of time interval between infection and initial diagnosis.

The next step consisted of linking the observed incidence of newly diagnosed cases to the unobserved incidence of HIV infection by specifying the distribution of the interval between infection and initial diagnosis in each of the two groups. For group 2 (individuals diagnosed without symptoms of PHI), we adopted the same approach as Becker et al. [1]. Basically, each (unobserved) newly infected individual belonging to group 2 was allocated, independently, a duration $T_A$ from infection to an AIDS diagnosis and a duration $T_H$ from infection to a diagnosis of HIV infection. Thus, a newly infected individual belonging to group 2 could either have AIDS at initial diagnosis, meaning that he/she was not tested for HIV before being diagnosed with AIDS, or have a diagnosis of HIV infection at initial diagnosis, meaning that he/she did not develop AIDS before being tested. Assuming that each individual in group 2, infected during a quarter (3-month period) $s$, is independently assigned an interval between HIV infection and initial diagnosis, leads to:

$$E\left(N_i^A\right) = \sum_s E\left(I_{s}^{G^2}\right)f_{t-s,A} \quad (1)$$

and

$$E\left(N_i^H\right) = \sum_s E\left(I_{s}^{G^2}\right)f_{t-s,H} \quad (2)$$

where $E\left(N_i^H\right)$ (respectively $E\left(N_i^A\right)$) is the mean number of new diagnoses of HIV infection (resp. AIDS) in quarter $t$, $E\left(I_{s}^{G^2}\right)$ is the mean number of new HIV infections in quarter $s$ among individuals belonging to group 2, $f_{d,A} = P\left(T_A = d, T_H \geq d\right)$ is the probability that an infected individual has AIDS at initial diagnosis of HIV infection, $d$ quarters after contracting the infection, and was not tested for HIV before developing AIDS, and $f_{d,H} = P\left(T_H = d, T_A \geq d\right)$ is the probability that an infected individual is diagnosed with HIV infection, $d$ quarters after contracting the infection, without first developing AIDS.

The time from infection to AIDS diagnosis, $T_A$, was assumed to follow a Weibull distribution with a median of 40 quarters (i.e. 10 years) [1, 2]:
\[ F_t(t) = 1 - \exp\left[-(0.0215t)^{2.516}\right] \quad (3) \]

The distribution of the rate of pre-AIDS HIV testing was assumed to depend on two unknown parameters that represent uptake of routine testing \((v)\) and onset of symptoms that occur towards the end of the incubation period \((\gamma)\):

\[ F_H(t) = 1 - \exp\left[-vt - \gamma(0.0215t)^{2.516}\right] \quad (4) \]

It is important to realize from equation (4) that we did not constraint to zero the probability of HIV testing within months after HIV infection for individuals supposedly diagnosed without PHI nor AIDS. In consequence, our approach accommodates the situation where some HIV-infected individuals diagnosed during the primary stage of HIV infection do not report symptoms of PHI and thus be classified as not having PHI.

The probabilities in equations 1 and 2, defined with the discrete random variables \(T_A\) and \(T_H\), were then specified by:

\[ f_{t,H} = \left[F_H(t + 0.5) - F_H(t - 0.5)\right]\left[1 - F_A(t + 0.5)\right] \quad (5) \]

and

\[ f_{t,A} = \left[1 - F_H(t - 0.5)\right]\left[F_A(t + 0.5) - F_A(t - 0.5)\right] \quad (6) \]

For individuals diagnosed during the primary stage of HIV infection (group 1), the distribution of the interval from infection to initial diagnosis was assumed to be uniform from 0 to 6 months (i.e. the average length of the primary stage of HIV infection was assumed to be 3 months). Thus:

\[ E\left(N_t^P\right) = \sum_s E\left(I_s^{G1}\right)f_{t-s,P} \quad (7) \]

where \(E\left(N_t^P\right)\) is the mean number of individuals diagnosed with symptoms of the primary stage of HIV infection in quarter \(t\), \(E\left(I_s^{G1}\right)\) is the mean number of new HIV infections in quarter \(s\) among individuals belonging to group 1, and \(f_{d,P}\) is the probability that an infected
individual is diagnosed during the primary stage of HIV infection, \( d \) quarters after contracting HIV.

**Estimating unknown parameters.** The next step consisted of estimating the unknown parameters of the model. As we split the population into two mutually exclusive groups, the mean number of new HIV infections (parameterized as a four-quarter (i.e., yearly) step-function) was estimated separately for each of the two groups. To estimate the number of new infections \( \left( I_{s}^{G1} \right) \) among individuals belonging to group 1 (i.e. individuals diagnosed with symptoms of PHI), we first assumed that \( \left( I_{s}^{G1} \right) \) are independent Poisson variables, then specified the likelihood of the model by using equation 7, and finally derived the estimates of the mean number of new HIV infections among individuals belonging to group 1 \( \left( \hat{I}_{s}^{G1} \right) \) using the expectation-maximization-smoothing (EMS) algorithm [1]. For group 2, we had to estimate both the unobserved number of new HIV infections \( \left( I_{s}^{G2} \right) \) and the two unknown parameters of the distribution of the rate of pre-AIDS HIV testing (equation 4). As in group 1, we first assumed that \( \left( I_{s}^{G2} \right) \) are independent Poisson variables, then specified the likelihood of the model by using equations 1 and 2, before finally deriving estimates of the two unknown parameters of the distribution of the pre-AIDS HIV testing rate (equation 4) and of the mean number of new HIV infections among individuals belonging to group 2 by using the Newton-Raphson method and the EMS algorithm (see [1] for more details). It was possible to estimate the HIV incidence as well as the two parameters of the distribution of pre-AIDS HIV testing rates without encountering identifiability problems because we used additional information on HIV diagnoses, namely data on the clinical status at initial diagnosis. Finally, by adding together the estimates of the mean number of new infections in each group, \( \left( \hat{I}_{s}^{G1} \right) \) and \( \left( \hat{I}_{s}^{G2} \right) \), we obtained an estimate of the mean number of new HIV infections.
Estimates of the overall (non-stationary) distribution of the time interval between infection and initial diagnosis. Using the group-specific estimates of the number of new HIV infections and the group-specific distributions of the interval between infection and initial diagnosis, we calculated the overall distribution of the interval between infection and initial diagnosis as follows:

\[ M_{s,d} = \hat{I}^{G_{1}}_s f_{d,p} + \hat{I}^{G_{2}}_s \left( f_{d,A} + f_{d,H} \right) \]  \hspace{1cm} (8)

where \( M_{s,d} \) is the calculated number of individuals infected in quarter \( s \) who are initially diagnosed \( d \) quarters after being infected. It is important to note that, although the group-specific distributions are stationary, the overall distribution \( M_{s,d} \) varies with time since two of its arguments (\( \hat{I}^{G_{1}}_s \) and \( \hat{I}^{G_{2}}_s \)) vary with time. Changes in test-seeking behaviors over time will affect these two arguments and will thus be accounted in our model. For instance, if individuals test for HIV more often due to new guidelines promoting early HIV diagnosis, then more individuals will be diagnosed in early stages of the HIV infection. Hence, the number of people diagnosed with symptoms of PHI (i.e. group 1) will increase, while the size of group 2 (consisting of individuals diagnosed without symptoms of PHI) will decrease accordingly. As a result, the number of new infections among individuals belonging to group 1 (\( \hat{I}^{G_{1}}_s \)) will increase, the number of new infections among individuals belonging to group 2 (\( \hat{I}^{G_{2}}_s \)) will decrease, and the interval between infection and initial diagnosis will become shorter. Thus, our method allows for accounting and tracking for changes in test-seeking behaviors over calendar time without having to estimate time-calendar specific diagnosis probabilities as done in previous back-calculation models [3].

Estimates and their precision. Missing data were estimated by using multiple imputation techniques. Ten imputed datasets were generated by using the missing-at-random assumption. From each of the ten datasets we generated 200 bootstrap samples [4] and thus
obtained 2000 bootstraps samples. Numbers were then adjusted for under-reporting and the reporting delay. The under-reporting rate and reporting delay are estimated every year by the “Institut de Veille Sanitaire” (InVS), which manages the HIV and AIDS registries [5]. No variability deriving from the under-reporting and reporting delay was included in the model since we corrected the data using single point estimates (mean values). Figure S2 shows the contribution of each source of uncertainty (missing data versus under-reporting and reporting delay) in the dataset. We then run our model using these 2000 simulated datasets and calculated mean estimates and 95% confidence intervals (CI).

Calculation of the percentage of late diagnosis among individuals diagnosed with HIV infection in year T. We defined late diagnosis as a diagnosis occurring more than 8 years (32 quarters) after the infection, 8 years being the mean time required for the CD4 cell count to fall below the critical threshold of 200/mm³ [6]. The number of individuals with a late HIV diagnosis in year T (\( \hat{L}_T \)) was calculated as follows:

\[
\hat{L}_T = \sum_{j=1}^{4} \sum_{s=1}^{32} \hat{N}_s^{G2} \left( f_{t_1-s,A} + f_{t_1-s,H} \right)
\]

where \( t_1, t_2, t_3 \) and \( t_4 \) are the 4 quarters of year T, \( \hat{N}_s^{G2} \) is the estimated number of new infections in quarter \( s \) among individuals belonging to group 2, \( f_{d,A} \) is the probability that an infected individual will have AIDS at initial diagnosis \( d \) quarters after contracting the infection (see equation 6), and \( f_{d,H} \) is the probability that an infected individual will be AIDS-free at initial diagnosis of HIV infection (see equation 5), \( d \) quarters after contracting the infection.

We then estimated the percentage of late diagnosis among individuals diagnosed in year T (\( \hat{p}_T \)) by dividing \( \hat{L}_T \) by the estimated number of individuals newly diagnosed in year T:

\[
\hat{p}_T = \frac{\hat{L}_T}{\sum_{j=1}^{4} \hat{N}_{t_j}^A + \hat{N}_{t_j}^H + \hat{N}_{t_j}^P}
\]

where \( \hat{N}_{t_j}^A, \hat{N}_{t_j}^H \) and \( \hat{N}_{t_j}^P \) were calculated with equations 1, 2 and 7.

We wrote a computer program to run the model.
Implementation of the method. Our method has been implemented in the C programming language, and is not currently available in a user-friendly format. In principle, we are willing to consider collaborations with individual countries to implement the method.
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Table S1. Estimated size of the populations at risk of HIV infection in France

<table>
<thead>
<tr>
<th>Estimated population size [7]</th>
<th>Estimated prevalence (%)</th>
<th>Estimated size of the population at risk of HIV infection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men who have sex with men</td>
<td>329500</td>
<td>13.0 [8]</td>
</tr>
<tr>
<td>Non French-national heterosexual women</td>
<td>1739760</td>
<td>Not available</td>
</tr>
<tr>
<td>Non French-national heterosexual men</td>
<td>1884740</td>
<td>Not available</td>
</tr>
<tr>
<td>French-national heterosexual women</td>
<td>18363590</td>
<td>Not available</td>
</tr>
<tr>
<td>French-national heterosexual men</td>
<td>18848440</td>
<td>Not available</td>
</tr>
<tr>
<td>Injecting drug users</td>
<td>81000</td>
<td>12.2 [9]</td>
</tr>
</tbody>
</table>

<sup>a</sup>At the end of 2007, ~140000 persons were living with HIV in France [10], ~40% of whom (i.e. 56000) were non injecting drug user heterosexuals [11]. Since the size of the heterosexual population is very large compared to the estimated number of heterosexuals living with HIV, we assumed that the number of heterosexuals at risk of HIV infection is equal to the number of heterosexuals in the general population.
**Figure S1.** Estimated annual number of new infections and 95% bootstrap confidence intervals (-----) in France. aMSM: men who have sex with men (all nationalities); bIDUs: injecting drug users (all nationalities, both sexes).

**Figure S2.** Annual number of newly diagnosed cases of HIV infection per exposure category. Lines with circles represent raw data collected by the French National Institute for Public Health Surveillance (InVS), plain lines represent data corrected for missing entries and dashed lines represent data corrected for missing entries, underreporting, and the reporting delay. aall nationalities; ball nationalities, both sexes.
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